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工业和信息化部办公厅

关于组织开展2021年人工智能产业

创新任务揭榜挂帅申报工作的通知

（工信厅科函〔2021〕231号）

为贯彻落实习近平总书记关于揭榜挂帅工作的重要指示精神，加快推动我国新一代人工智能产业创新发展，现组织开展2021年人工智能产业创新任务揭榜挂帅申报工作。有关事项通知如下：

一、任务内容

揭榜挂帅工作聚焦人工智能产业发展的核心基础、重点产品、公共支撑等3类创新任务，发掘培育一批掌握关键核心技术、具备较强创新能力的优势单位，突破一批人工智能标志性技术产品，加速新技术、新产品落地应用。（任务详见附件）

二、推荐条件

（一）揭榜申报主体包括从事人工智能技术创新和应用服务的相关企业、高校、科研院所等，应具备独立法人资格，具有较强技术创新和产业化应用能力。

（二）各省、自治区、直辖市及计划单列市工业和信息化主管部门、中央企业集团、人工智能相关行业组织按照政府引导、企业自愿的原则，优先推荐创新能力突出、产业化前景好、行业带动作用明显的项目。

（三）每个主体申报不超过3个项目。已列入前期揭榜优胜项目的不得重复申报。

三、工作要求

（一）申报主体可通过申报系统（https://aibest.miit.gov.cn）进行申报，完成注册后填写申报所需材料。申报截止时间为2021年11月15日。

（二）推荐单位于2021年11月30日前使用账号登录系统并确认推荐名单。各省、自治区、直辖市工业和信息化主管部门、人工智能相关行业组织推荐项目数量原则上不超过15个；计划单列市工业和信息化主管部门推荐项目数量原则上不超过5个；中央企业集团和部属单位不占属地指标，可直接报送，推荐项目数量原则上不超过3个。

（三）工业和信息化部组织遴选并公布入围揭榜单位名单（每个揭榜方向原则上不超过5家）。入围揭榜单位完成攻关任务后（名单公布之日起不超过2年），工业和信息化部委托第三方专业机构开展测评工作，择优发布揭榜优胜单位名单（每个揭榜方向原则上不超过3家）。

（四）请推荐单位高度重视人工智能产业创新任务揭榜挂帅工作，结合本地区、本领域实际，遵循公开、公平、公正的原则完成好推荐工作，并在政策、资金、资源配套等方面加大支持力度。

联系方式：

工业和信息化部科技司  余   果 010-68205244

                                        王   正 010-68205249

申报系统技术咨询          张   睿 010-62300398

                                        詹远志 010-62300368
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工业和信息化部办公厅

2021年9月18日

附件

2021年人工智能产业创新任务揭榜挂帅申报指南

一、核心基础

**（一）高****性能云端人工智能芯片**

**揭榜任务：**研制高性能云端人工智能芯片，突破适用于人工智能计算范式的矩阵乘加内核架构、实现高速互联总线等核心技术，满足云计算环境中的低能耗训练和推断。在智慧城市、自动驾驶、云计算、智能家居等重点领域实现规模化商用。

**预期目标：**到2023年，支持多种国内外主流深度学习框架，支持计算机视觉、自然语言处理、智能语音等技术领域中不少于三种主流神经网络模型的训练与推断。云端训练芯片可支持FP32、TF32、BF16、FP16、INT8等计算精度，算力可达到32TFLOPS@FP32、64TFLOPS@TF32、128TFLOPS@BF16、128TFLOPS@FP16、512TOPS@INT8，芯片典型功耗不高于400W。云端推断芯片支持FP32、TF32、FP16、INT8等计算精度，算力可达到32TFLOPS@FP32、128TFLOPS@TF32、128TFLOPS@FP16、256TOPS@INT8，芯片典型功耗不超过75W。

**（二）高性能边缘端/终端计算人工智能芯片**

**揭榜任务：**面向机器学习边缘端及终端，研发高性能、低功耗、低延时、高算力性价比的人工智能芯片；研发配套的编译器、驱动软件、开发环境等产业化支持工具，形成加速卡、智能计算盒子、边缘服务器等完整的配套产品。

**预期目标：**到2023年，支持多种国内外主流深度学习框架，支持计算机视觉、自然语言处理、智能语音等技术领域中不少于三种主流神经网络模型。边缘端芯片峰值性能不低于20TOPS@INT8，支持FP16、INT8、INT4等量化精度，芯片典型功耗不高于16W，能效比超过2TOPS/W @INT8。终端芯片能效比超过5TOPS/W@INT8，典型功耗不超过2W，支持INT8、INT4等量化精度。

**（三）智能传感器**

**揭榜任务：**研发基于新需求、新材料、新工艺、新原理的智能传感器，提升图像、声学、健康监测、车规级雷达、车规级摄像头等智能传感器自主研发水平，推动智能传感器的产业化应用。

**预期目标：**到2023年，相关类型传感器达到以下性能：声学传感器信噪比达到70dB、声学过载点达到135dB。柔性干式脑电电极、肌电电极、心电电极的导电性能显著提高，导电阻抗可以达到小于5KΩ。车规级固态激光雷达在自动驾驶场景下实现探测距离≥250m，水平视场角120°/垂直视场角20°，水平角度分辨率≤0.075°/垂直角度分辨率≤0.075°。车规级摄像头在自动驾驶场景下，前视、后视摄像头实现可探测距离＞250m (FOV 30°)，环视、侧视实现可探测距离＞100m (FOV 180°)。其他类型传感器性能达到国际先进水平。

**（四）终端人工智能推断框架**

**揭榜任务：**开发高性能终端人工智能推断框架，突破多模式训练、多精度推断、多平台覆盖、模型量化等关键技术，运行效率、量化能力、压缩率满足应用场景需求，实现自学习、自定义算子、分布式算力调度等能力。

**预期目标：**到2023年，框架支持C、C++、Java和Python等主流开发语言中3种以上，适配5款以上人工智能推断芯片，支持FP32、FP16、INT8、INT4等多种推断精度，在自动驾驶、智能医疗装备、智能家居、智能终端等重点领域实现规模化商用。

**（五）人工智能开发服务平台及工具**

**揭榜任务：**研制低门槛、高性能、可扩展的人工智能开发平台，突破智能数据标注、自动机器学习（AutoML）、大规模异构资源管理、云边端协同管理等核心技术，提供面向机器视觉、自然语言处理等特定应用和金融、制造、能源等典型行业的平台服务能力。

**预期目标：**到2023年，平台支持主流人工智能深度学习框架，支持3种以上人工智能芯片的适配，支持多种典型算法和工具，多机多卡分布式环境下线性加速比达到国际先进水平。工具支持典型场景的智能化标注，标注工作量显著降低，实现典型行业的实际应用。在多个标准数据集上AutoML算法的性能与人类专家差距在10%以内。

二、智能产品

**（六）机器翻译系统**

**揭榜任务：**突破低资源机器翻译模型架构、跨语言跨领域知识迁移、鲁棒性训练与解码、多语言通用翻译引擎等核心技术，开发高性能的小语种自动翻译模型与算法。在实时、非实时、常见噪声等多种应用场景下，支持语音转文本、语音转语音、文本转语音、文本转文本等能力。

**预期目标：**到2023年，实现超大规模多语言通用机器翻译引擎，支持中文普通话、常见方言、外语类型的翻译，支持多个国产软硬件平台的小语种机器翻译训练与推断，小语种机器翻译抗噪音与领域迁移鲁棒性满足实际应用需求。系统的译文忠实度大于90%，译文流利度大于90%。

**（七）三维图像身份识别系统**

**揭榜任务：**研发三维图像身份识别系统，包括3D成像硬件模组，千万大库3D人脸识别算法，云-边协同3D人脸识别引擎等关键技术，实现在人脸支付、智慧安检、视频监控、图像检索等典型场景的应用。

**预期目标：**到2023年，高精度3D成像硬件模组1米距离成像精度达到1毫米，误识率小于0.001‱，拒识率小于5%。3D人脸识别引擎支持大库实时检索，QPS大于150，达到国际先进水平。在典型应用场景下，系统对二维静态纸质/非纸质图像、电子/动态图像、面具、头模拒绝率≥99.9%，人脸活体接受率≥99%。系统应用的安全合规性符合国家相关法规要求。

**（八）智能语音交互系统**

**揭榜任务：**研究基于人机对话的智能语音交互系统，突破环境因素和用户口语发音差异等导致的语音识别技术瓶颈。研究多语种及多风格情感语音合成技术，实现自然、情感丰富的语音合成效果。研究以多模态识别技术为前端，基于多种机器学习方法的语义对话系统，提升开放场景下的语义泛化能力。研究智能语音分布式管理，实现多个智能交互设备的协同工作。在智能制造、智能客服、智能车载、智能家居等场景下实现大规模应用。

**预期目标：**到2023年，实现多场景下中文语音识别平均准确率达到98%，远场识别率超过95%，语音合成MOS分不低于4.2分，误唤醒每24小时不超过1次，用户意图准确率达到95%以上，多设备协同唤醒准确率达到98%以上，支持的外语类型、少数民族语言、方言种类达到5种以上，支持个性化语音合成种类3种以上，平均响应时间小于2秒。

**（九）自动驾驶虚拟仿真测试平台**

**揭榜任务：**研制高置信度、高覆盖度、高精度的自动驾驶仿真测试验证平台，突破场景构建、车辆动力学建模、驾驶员建模、传感器建模等关键技术，提升自动驾驶系统功能测试和性能评价能力，验证自动驾驶系统是否符合应用功能要求和安全要求。

**预期目标：**到2023年，基于高精度地图和三维重建技术构建场景库，建立自动驾驶仿真场景1000个以上，包括典型场景、连续场景、车路协同场景和城市道路场景。感知系统仿真实现激光雷达、毫米波雷达和摄像头仿真，能够接入自动驾驶感知和决策控制系统，实现道路环境场景仿真测试及量化评价，为行业企业提供有效的研发、产业化测试服务。

**（十）智能机器人**

**揭榜任务：**重点围绕家庭服务、医疗健康、公共服务、养老服务、金融服务、巡检安监、智能物流等领域，突破包括多模态智能交互、多机协同及云平台、智能精准安全操控、感知信息融合、影像定位与导航等关键技术，推进智能机器人规模商用。

**预期目标：**到2023年，面向不同应用场景，智能机器人具备以下一种或多种能力：在多模态交互能力方面，识别准确率在95%以上，在巡检等特定应用场景可实现对缺陷和隐患的全天候、全方位、全自主监测。在多机协同方面，具备高安全、高精度、超大作业范围协同能力，以及面向场景的智能化运维能力。在自主动作能力方面，具备自由移动与避障能力，在特定应用场景可实现安全可靠、智能决策的高自动化水平和高智能化水平的无人搬运能力。在智能知识库方面，拥有面向应用场景的规模化知识库，具备智能问答等功能。在健康护理服务方面，实现智能辅助诊断、身体指标检测、高清远程医疗等功能。

**（十一）智能无人机**

**揭榜任务：**突破智能跟随、自主作业、群体协同作业等关键技术，推动5G通信、北斗导航、边缘计算等新技术在数据传输、链路控制、智能操作、监控管理等方面的应用。促进智能无人机在应急救援、通信保障、电力巡检、森林防控、采矿安监等危特场景的应用。

**预期目标：**到2023年，智能无人机实现360°全向感知避障，避障模式下最大飞行速度不低于14m/s。新一代通信网络环境下，无人机远程高清图传屏到屏延时小于200ms，远程控制延时小于60ms。面向森林草原巡检、火灾预警和消防救援等应急场景应用无人机抗风七级，连续飞行时间不小于60分钟。人工智能飞行处理系统实现自动智能强制避让航空管制区域，产品达到国际先进水平。

**（十二）智能导盲产品**

**揭榜任务：**围绕视障人群的无障碍独立出行需求，研制具有高性能、高精度、高度无障碍的导盲系统及产品，突破室内精准无障碍导航、室外复杂环境精准导盲、复杂场景下智能感知、自主决策、协同引导以及智能信息共享等关键技术，支持立体空间安全避障，提升路径学习、物品识别的自学习能力，进一步解决视障人群的出行问题。

**预期目标：**到2023年，导盲产品利用5G、短距离通信和高精度卫星定位等技术，实现主动识别、主动判断、主动避障、主动引领、低时延快速响应，具备处理室内外各类复杂出行环境的能力，实现立体空间安全避障。通过语音、音效、震动等多种交互方式实现主动引领导盲功能，支持远程人工导盲服务。产品的续航时间、适用性、可靠性、安全性满足视障人群的出行需求。

**（十三）智能制造关键技术装备与系统**

**揭榜任务：**突破智能装备自主识别、自主优化、自主学习、群体协同等关键技术，推动人工智能技术与智能制造装备融合。研发智能新型工业控制系统等创新产品，推进人工智能算法与工业自动化系统融合。研发智能工业软件，推进人工智能与研发设计、生产管控、经营管理等工业软件系统的融合与应用。

**预期目标：**到2023年，智能装备具备环境感知、控制指令优化、自主学习、人机交互、协同组织功能，重复定位精度达到特定场景生产制造要求，具备5台以上单台装备的协同能力。智能工业控制系统涵盖10种以上人工智能算法模型。智能工业软件设计仿真领域形成不少于5类智能化功能模块，在生产管控、经营管理软件领域分别形成不少于20类智能化功能模块。在仓储物流、石油化工、服装纺织、轨道交通等主要工业领域实现集成应用。

**（十四）高精度工业视觉检测系统**

**揭榜任务：**研制基于机器视觉、高精度传感等技术的工业视觉检测系统，推动视觉和人工智能技术结合的检测系统在精度、稳定性与检测速度等领域关键技术突破，实现视觉技术在测量、定位、检测、引导及识别等生产管理重点领域的场景创新与推广应用。

**预期目标：**到2023年，3D视觉检测、小样本训练、多类型混合缺陷识别等关键技术实现重大突破，视觉检测系统的工业现场漏检率、误报率、测量精度、识别速度、系统一致性满足实际生产需求，实现产业规模化应用。

三、公共支撑

**（十五）人工智能训练资源库**

**揭榜任务：**建设通用基础训练资源库和行业训练资源库，可提供合规的、高质量人工智能训练资源库、标准测试数据和服务能力，具备多类型、多场景数据采集与处理服务能力。通用基础训练资源库支持计算机视觉、智能语音、自然语言处理等典型人工智能应用训练数据，行业训练资源库可提供定制化行业领域训练数据服务。

**预期目标：**到2023年，通用基础训练资源库具备以下一种或多种数据类型：语音识别数据时长超过9万小时，标注准确率超过97%。图片数据量超过1500万张，标注准确率超过97%。视频数据时长超过800小时，标注准确率超过97%。自然语言处理数据量超过600万条，标注准确率超过97%。行业训练数据满足相关领域如工业、交通、金融等行业的应用需求。

**（十六）大规模预训练模型**

**揭榜任务：**研发面向计算机视觉、自然语言处理、智能语音等人工智能核心技术的大规模预训练模型。突破预训练模型的训练算力、时间等限制，结合微调等技术，提升常见视觉、语言任务的分析和处理效果，搭建人工智能通用算法底座，提升大规模预训练模型的公共支撑能力。

**预期目标：**到2023年，构建至少覆盖多语种文本、语音、图像、视频的多模态预训练大模型，模型参数至少达到千亿级。构建人工智能预训练大型模型的工程化开发能力，建设通用的人工智能开发工作流，减少专家干预及人为调参。平台具备提供数据、代码、模型、API等服务的能力，在工业、医疗、城市、金融、物流、科学研究等行业领域实现规模应用。

**（十七）人工智能安全检测平台**

**揭榜任务：**研发人工智能数据安全测试平台，支持对模型数据泄露行为检测。研发人工智能算法安全性测评平台，支持针对以人脸识别身份认证、自动驾驶智能识别等为代表的人工智能系统进行抗对抗样本攻击能力等安全风险的测评。研发面向金融、政务、电商等行业领域的风险监测预警平台。

**预期目标：**到2023年，人工智能安全检测平台具备以下一种或多种能力：不少于3种人工智能模型数据泄露行为检测方法。不少于10种数字世界黑盒对抗攻击、不少于2种物理世界黑盒对抗攻击算法。平台支持对TensorFlow、PyTorch等典型深度学习框架训练出的算法模型的安全性进行高效的、自动化的测评，支持测评多种任务模型的安全性，如包括人脸识别身份认证、自动驾驶智能感知等任务。风险监测预警平台具备至少10种行业监测预警模型，大幅提高行业风险监测有效率与运行安全性，行业风险监测覆盖率显著提升。

四、其他

其他人工智能领域的特色化技术、产品、服务和平台等，应具有技术先进性，技术成熟度较高，产业化前景较好。